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ABSTRACT

This paper presents the principal results of a two-year software development project for the visualization of

fluid motion using computer graphics and animation techniques.

Twenty-five (25) visyalization programs have been developed for potential flows, viscous flows, flows with
heat and mass transfer, geostrophic flows, and open-channel flows. Single-page and double-page
animation, and palette rotation (neon-light effect), featuring on the monitor screen the display of both text
and graphics with color, animation, and sound, arc the cssential techniques utilized. Classical tools in
engincering mathematics were numerically applied and implemented, such as complex variable theory,
conformal mapping, both analytical and numerical solutions of ordinary and partial differential equations,

and stochastic or random-walk simulation of the diffusion process.

The applied techniques (computer graphics, animation, analytical and numerical methods in engineering
mathematics) exhibited varying degrees of performance in terms of a mecaningful perception of fluid
motion, depending on appropriatencss of the application to certain types of flows and on the nature and
amount of detail present in the images. With the added features of a simple and guided input menu, a
facility for instant replay, and a realtime mode of computation and display, the progra.ms serve as

Interactive teaching tools in fluid mechunics.

(A Professorial Chair Lecture delivercd on 21 June 1993 at the National Hydraulic Research Center, MH
233-A, College of Engineering, Universily of the Philippines, Diliman, Quezon City)
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INTRODUCTION ‘

Fluid flow concepts and variables, until the advent of computer-aided visualization, have
been traditionally defined and explained mostly with the aid of static pictures, and whene}'es
possible, physically visualized by means of instructional laboratory apparata such as w""ll
tunnels, flumes, pipe assemblies, and laminar flow apparata. While the traditional tools are st
necessary and valid important components in fluid mechanics instruction, the lack of.hyt.ifa“h?
and aerodynamic laboratory equipment in many schools has limited the local application 0"
physical visualization for teaching fluid flow concepts. Aside from NHRC at U.P., very fer
other engineering schools have these complete physical facilities.

The availability of built-in graphics, and animation features in microcomputer. sOUfC:
languages offers a practical and convenient alternative as well as a timely opportunity to VlSUﬂll.f
fluid flow phenomena. Two-dimensional and three-dimensional computer graphlcs,. Wla.n
geometric figures displayed with color, animation, and sound on the monitor screen, provide
interactive medium to examine different flow behavior.

It is possible to visualize through the computer certain abstract flow CO“C?pts
otherwise not directly observable in the laboratory. Perhaps the advantage of computer-ald r
visualization is in being able to visualize what is otherwise physically invisible, or to0 faSt"is
too slow, or too abstract. On the practical side, whereas physical flow visualization requlfe
pumps, tanks, and pipes to supply the "wet" fluid, computer-aided visualization on the ot )
hand is fluid flow visualization in the "dry", that is, with dry pixels on the phospor scree®

Another term used in the 1970's is "numerical wind tunnel,” (reminiscent of big mainframes
also big wind tunnels)

The visualization software can serve as an effective and practical tool for ::f
understanding and appreciation of important features of fluid motion. The basic differe“‘
equations governing fluid motion (with unknowns such as velocity and pressure) are well kno f
and understood, but there is no general analytical solution, only solutions for a numbe’.ca
particular cases, available in either analytical, semi-analytical, or numerical form. Analyt™”
solutions, even in closed-form, are neither always simple nor fully understood, Wher 5
numerical solutions, as tabulated numbers, are often not very descriptive without pictv”
Visualization helps by extracting from the solutions the set of display variables such as Vel?ces,
vector fields, pressure (also temperature and concentration) scalar fields, streamlines, P‘i“h,l s

vortexlines, and vortex sheets. Using computer graphics and animation, these solution varid
become visible and easier to describe, appreciate, and understand.

L . . _aid
The software is principally both a simulation and visualization tool in computer oot
instruction (CAI). Beyond the classroom, with additional programming, they can be extend

linked as a microcomputer-based component of computer-aided-design (CAD) and comp?
aided-engineering (CAE).

of

ol
Compiled programs running in PC-80386 machines under MS.DOS can perforl11 of
s adequate for visualization of fluid flow in an instructional environment. In the 3b5enceter
a physical visualization facility, a computer visualization set-up can be a suitable if not
substitute. This is the rationale for software development for fluid flow visualization.
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It can be mentioned that general-purpose UNIX-based visualization platforms are
already available in the world market but these are less affordable, running on more expensive
machines more powerful than the PC-80386, such as reduced-instruction-set machines. Their
market includes scientific and medical research centers, the entertainment and advertising
industries, and the military. Meanwhile, affordable PC-based instructional visualization software
in physics, mathematics and other natural sciences, developed by the academe, has already
appeared abroad.

OBJECTIVES

This paper is based on the final report for the two-year DOST-PCASTRD-supported
Project "Software Development for Visualization of Fluid Motion Using Computer Graphics
and Animation Techniques." The organizations which implemented the project, and to which
the author belongs, are the National Hydraulic Research Center and the Department of
Engineering Sciences of the University of the Philippines at Diliman, Quezon City.

The main objectives of the project were:

1. To develop computer-aided flow visualization programs for two-dimensional
(2-D) flows, using analytical and numerical flow solutions, and applying two-
dimensional graphics and animation techniques.

2. To develop computer-aided flow visualization programs for three-dimensional
(3-D) flows, using analytical and numerical flow solutions, and applying three-
dimensional graphics and animation techniques.

The types of fluid flows which have been investigated for visualization are:

1. Potential (irrotational or ideal) flows

2. Viscous flows (including boundary-layer flows, laminar and turbulent flows)
3. Flows with heat and mass transfer.

4. Geostrophic flows (flows affected by Corioli's forces)

5. Open-channel flows.

HARDWARE AND SOFTWARE REQUIREMENTS

The minimum computing requirements of the project are-as follows:

1. Hardware

The minimum recommendation is a PC-80386/25-MHz compatible
microcomputer, Wwith math-coprocessor, 640 K RAM + 1 Mb extended
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ond VGA monitor screen. A PC-80286 .
A PC-80486, as expected, will be much faste,.s

s of animation where long eye contact (say l'
n flow objects on display.

memory, 8 Mb Hard Disk,
accceptable but will be slower.

in fact too fast for certain type i .
second at least) is needed to fully appreciate certai

2. Software

A compiler language with adequate graphicfs' fgaturgs Was requireq
during development. The availability of and the famlllanty. .W.lth the superi,
graphics, string-processing, and run-time compilation capab'xhues of the Quicy
BASIC, or QBASIC, compiler language resulted in its adoption..

or nonprogrammers, pre-compiled MS-D(g

For direct users
vailable in diskettes.

executable files of the visualization programs are a

COMPUTER GRAPHICS AND ANIMATION TECHNIQUES

The computer graphics and animation techniques which are utilized are as follows:

line segment with arbitrary end points and color. A series of sych
lines can form a polyline or a polygon. A line segment may be in true length ¢
in 2-D flow visualization, or in isometric and orthographic projections as
3.D flow visualization. Lines, polylines, and polygons are utilized to display
solid boundaries, 2-D and 3-D flowlines (streamlines and pathlines), 2-D flyjq
rtexlines. Color coding can be assigned to these lines
to distinguish among

1. Drawing a

interfaces, and 3-D vo
suggest values of scalar properties such as pressure or

them.

position and color. This 1s used to indicate

2. Turning on a pixel with arbitrary
also be used to distiguigh

current flow tracer positions. Color coding can
among different tracers.

of arbitrary center, radius and color. This is utilized tq
represent circular solid boundaries, and 2-D flow entities such as source, sink,
vortex centers. A similar technique 1s drawing small boxes of arbitrary center
and size, these being suitable as color-coded tracers with temperature or

3. Drawing a circle

concentration values.

4. Playing a sound of specitied pitch and duration. This can be used to suggest
speed of flow by pitch and rhythm of the sound.

5. Singlg-page animation effected by the repeated and cumulative application of
techniques 1, 2, 3, and 4. This is adequate for visualizing steady-state  fluid
flow (fixed streamlines), but can also be used for unsteady flow (pathlines) at
the sac.riﬁcc of time-coherence of tlowlines. This feature gives a cumulative
appqu‘:lation (hence, the perception of animation) of the temporal and spatial
variation of the flow. showing both the previous and current flow tracer

w
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positions on a single visible screen page.

Double-page animation effected by alternately swapping two visible screen
pages each with time-variable displays recurrently produced by techniques 1, 2,
and 3. This is necessary if a time-coherent display of unsteady flow is desired.
This is the fully animated feature wherein every flow element on the current
visible page is occurring at the same time.

Palette rotation (neon-light effect) effected by first constructing a screen
image display by single-page animation using one color palette, and then
imparting a neon-light effect by assigning a temporally-alternating color palette
to the original color codes. For example, a streamline consisting of a polyline
colored blue-yellow-blue-etc. (in that order) is "palette rotated" to one with the
same polyline colored yellow-blue-yellow-etc. This is applied recurrently to the
same image: blue-yellow-blue-etc. becoming yellow-blue-yellow next time,
becoming again blue-yellow-blue again, and so on. This technique does not
require redrawing the lines and pixels in the image, only the rotation of the two
color palettes. The technique can of course be applied to palettes of more than
two colors or shades. This, obviously, achieves the neon-light effect, a
technique identified and applied during the second year.

The visualization routines are performed in real-time computation mode in order to
preserve the interactive features of the software:

1.

2.

Fixed flow parameters are interactively inputted by the user.

The propagation of flowlines in the form of moving tracer positions is
achieved by time-integration of the computed velocity field, using the Euler
(first-order) or modified Euler (second-order) Method. For visualization
purposes, higher order Runge-Kutta method of time-integration is not essential.

After real-time computation, repeatable fast instant replay of the time-
variable displays of computed and RAM-resident flow tracer positions can be

done.

Large scale post-computation (non real time) visualization, meaning sequential
display of several precomputed images stored in the hard disk, like a movie, removes the
interactive features and thus is not implemented. At the other extreme, real-time visualization
with the maximum interaction and speed of computer games is entirely possible. However, this
aspect of software development is dependent on the availability of machines running the compiled
QBASIC programs at more than 25 MHz speeds. This has been achieved in fact with the highly
Interactive sluice-gate and hydraulic-jump simulator program when run with a PC-80486
compatible machine with speed of much more than 25 MHz (the nameplate claims 118 MHz).

Numerical time-integration of the flow velocity components [u(x,y),v(x,y)] to obtain
flow tracer positions (x,y), from time (t) to time (t+0t), illustrated here for two-dimensional
flow, is achieved by either of two methods:
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Euler Method (First Order):

x(t) + u(x(t),y(t)) st
y(t) + v(x(t),y(t)) ot

x(t+6t)
y(t+8t)

Modified Euler Method (Second Order):

X(t+8t) = (xg + 2 x1 + x3)/4

y(t+st) = (yo + 2 y3 + y2)/4
where

Xo = X(t)

Yo = Y(t)

x1 = x(t) + % u(xg,yo) 6t

Y1 = y(t) + 3% v(xg,yg) 6t

Xy = x(t) + u(x;,y;) 6t

Y2 = y(t) + v(xy,y;) ot

: . . - (1)) ar
In certain flow cases, analytical formulas for the tracer positions (x(1),y(®) -l
available. These are directly utilized by the programs, precluding the need to perform numer!
integration of velocity functions.

FLOW VISUALIZATION CASES I: POTENTIAL FLOW

The subject area in fluid mechanics initially developed for visualization 5
mathematically simpler Potential Flow Theory, as applied to different cases whose theor® (he
discussed in the following subsections. In general, one requires functional relationships fo{' ple
velocity field which can be time-integrated (analytically or numerically) to obtain the var?
tracer locations.

Given a velocity potential, ¢(x,y), in two-dimensional tlow, the velocity compone?™
and v, are obtained theoretically from

u(x,y) 3¢/ ox

v(x,Y) 5¢/8y
Continuity or mass conservation for incompressible fluid requires:
su/éx + &v/8y =0

Hence, the velocity potential must satisfy Laplace Equation:

§2p/6x% + 8%¢/86y% = 0

54



From Bemoulli Equation on a plane,
Po+!5pUz=P+3§p(u2+v2)

the pressure distribution can be expressed in terms of the dimensionless pressure coefficient,

P’
2 2 2 2
Cp = [P = Po)/(% p U] =1 - (u7 +vH)/U
where
P = pressure at any tracer position
(u,v)= velocity components in the same tracer
position
Po = free-stream pressure
U = free-stream velocity
p = fluid density

As a scalar field, pressure is visualized by color coding of tracer pathlines and positions.

Karman Vortex Wake behind a Circular Cylinder
(Program KARMAN)

The particular objective in this case is to produce computer displays of the unsteady two-
dimensional flow pattern due to a free stream past a circular cylinder with a Karman Vortex
Wake - a developed drifting wake composed of two rows of either aligned or staggered vortices.
These vortices separate from the cylinder with predicted strength and frequency, and mutually
induce computed motion among themselves and on the surrounding fluid.

The theory utilized is essentially a kinematic approach based on the combined uniform
free-stream flow and the induced potential vortex flows. The flow-tangency boundary condition
on the cylindrical surface is maintained by the presence of conjugate vortices inside the cylinder,
as defined by the Circle Theorem (Milne-Thomson, Theoretical Hydrodynamics). The computer
displays correspond to time-exposure pictures of pathlines traced by selected tracer points.

Karman Vortex Wake behind a Flat Plate
(Program KARPLAT)

' The objective is to display the unsteady Karman Vortex Wake behind a flat plate
inclined by an angle of attack relative to the free-stream velocity.

The mathematical technique used is first to derive the flow tracer positions for a wake

behind a circular cylinder, as in program KARMAN, and then to apply conformal mapping
from a flow domain behind a circular cylinder to that behind an inclined flat plate.
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Potential Flow past a Circular Cylinder with Free Stream and Circulation
(Program FLOWCYL)

is to display the steady two-dimensional flow pattern due to 4 free

The objective here \
hout circulation.

stream past a circular cylinder with of wit

Potential Wake behind a Moving Cylinder with Circulation

(Program FLODBLET)
The objective here is to display the unsteady-state potential wake created by a movin
ion created if the cylinder is movin

circular cylinder with circulation, i.e., the relative moti : |
against static fluid, instead of the fluid moving against a static cylinder as in Progran,
FLOWCYL. The wake motion is created by the potential for a moving doublet plus circulatigy

Potential Flow past a Flat Plate with Free Stream and Circulation

(Program FLOWPLAT)
two-dimensional flow pattern due to 4 fre
v

[he ObjCCtl\’c hcl'e IS [() diSp]a)‘ (hc S[Cﬂd y
ill(d’ Ck fcld‘ [lvc [() ‘r .

stream past a flat plate with circulation, inclined by an angle of

velocity.
st derive the flow tracers for potential flow pa
g M ¢ x
and then to apply conformal mapping frop, )
. . 4
also applied in Progran,

The mathematical technique used is to fi
a circular cylinder, as in program FLOWCYL.
flow domain past a circular cylinder to that past an inclined flat plate, as

KARPLAT.

Potential Flow past an Thin Airfoil with Free Stream and Circulation

(Program AIRFOIL)

The objective is to display the steady two-dimensional flow pattern due to a free strey
past a thin airfoil with specified chord length and angle of attack. The velocity potential is giVem
; n

by a distribution of vortex strength along the thin airfoil.

Potential Flow past a Source-Sink Pair with Free Stream
(Program FLOWSS)

The objective here 1s to display the steady two-dimensional flow pattern due to a fr
« ce

stream past a source-sink pair.
Potential Flow past a Vortex Pair with Free Stream

(Program FLOWVORT)

The objective is to display the steady two-dimensional How pattern due to a free stream
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past a vortex pair.

Potential Flow from a Channel Outfall
(Program FLOWCHAN)

The objective here is to display the potential flow which develops when an initially
uniform flow confined in a channel expands and decelerates upon exit at the channel outfall. The
mathematical technique used is to apply conformal mapping from uniform flow to outfall flow.

Conformal mapping leaves the potential function invariant but not the velocity. In order
to depict the true velocity magnitudes in the transformed outfall domain, the uniform-flow tracer

velocity is appropriately predistorted for a given straight streamline prior to transformation.

Small-amplitude Surface Waves (Eulerian Approximation)
(Program WAVEDYN)

play the unsteady two-dimensional flow pattern present in a

The objective here is to dis :
positions are directly computed from an

small-amplitude gravity surface wave. The tracer . ‘ :
Eulerian approximation wherein variable position is a function of time and fixed arbitrary orbital

centers. Tracer orbits are approximately circular for large values of depth-to-wavelength ratio
(deep-water waves), while they are elliptical for smaller ratios (shallow-water waves).

Small-amplitude Surface Waves (Lagrangian Solution)
(Program WAVETRAN)

he unsteady two-dimensional flow pattern present in a

The objective is also to display t 15!
e tracer positions are computed by means of

small-amplitude gravity surface wave. In contrast, th ! )
an exact Lagrangian method of time-integration of the velocity components. The velocity

components are functions of the varying tracer positions acting as instantaneous orbital centers.
This flow model is capable of simulating and visualizing incipient breaking of wave crests.

Small-amplitude Surface Wave Groups
(Program WAVEGRP)

The objective here is to display the unsteady fwo-dimensional ﬂo»\t pattern present in a
small-amplitude gravity surface wave group, which is producesl by the interference of two
waves with equal heights and almost equal wavelengths, for a given cbannel depth. The tracer
WAVEDYN whereby variable position is obtained

POsitions are directly computed as in program WA =" e .
functions differing only in their wavelengths

by linear superposition of two similar wave
(Eulerian approximation).
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3.D Vortex Wake by Vortextube Method

(Program 3DVORTEX)
computer displays of the th
r

The particular objective
dimensional i]'alow pattern or yortex wake, traced by generated bound, shed, and tra;;
mbined effects of ambient flow and the resulting mmlung

rt , d caused by the c0 1
vortextubes, an The shed and trailing vortextubes derive from

velocity induction due to these vortextubes. . i
ations of the bound circulations which develop on variable-ljf; lh'e
In

spatial and temporal vari S .
airfoils or rotor blades. The generation of the shed and trailing vortextubes satisfies the pring;
s the Biot-Savart Law. Iple

of vortex continuity, ity induction obey

in this case is t0 produce

whereas the veloct

les of continuity and mutual ve]q.
Cit

ilized is comprised of the princip
integral called circulati
8 culation. Ty,

kinematics of vorticity or its vortextube-
lations are considered. These are as follows:

The theory ut
induction governing the
types of vortextube circu

Lift developed on Airfoils or Rotor Bladeg

1. Bound Circulation associated with
2. Shed Circulation generated by temporally-varying Bound Circulation
3. Trailing Circulation generated by spatially-varying Bound Circulation

ction present among the vortextubes is governed by the Bj
of the vortextubes (of their end-nodes, in particular) is Cau:L
bient flow and the summation of induced motions due to tid

€

The mutual velocity indu
Savart Law. The mutual advection
by the combined effects of an am

other vortextubes.

A variety of three-dimensional flow examples may be visualized with the developm,
nt

of this software. Among these are:

1. Vortex-wake formation downstream of finite fixed-wing airfoils with giv
€n

chord length and pitch schedule.

2. a0l . _
Helicoidal-vortex wake formation downstream of herizontal-axis rotors (HAWT

or propeller type of rotors).
3. Cycloidal-vortex-wake formation downstream of vertical-axis rotors (VAWT ¢
"

Darrieus type of rotors).

4. Circular-vortex wake f i i
ormation behind shrouded or ducted turbi if
augmented wind turbines (DAWT). urbine. or diffuer
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FLOW VISUALIZATION CASES II: VISCOUS FLOW

' Viscous flow is in general governed by the Navier-Stokes Equations (NSE), together
with .the continuity equation for incompressible, Newtonian fluid. The NSE are Newton's
equations of motions for three flow directions (forces are expressed per unit fluid mass):

acceleration = pressure force + gravity force
+ other body forces + viscous force

Navier-Stokes Equations:
Su/8t + (u 5/6x + v §/8y + w §/6z) u =

1/p 6(P + pgH)/6x + £, + T (62/6x2 + 82/6y%+ 62/622) u

v/t + [u &§/6x + v §/8y + w §/6z) v =
— 1/p 5(p + pgH) /6y + £y + T (62/6x% + 87/8y%+ §%/82%) v

Sw/st + [u &§/6x + v §/86y + w §/6z]) W =

1/p 6(P + pgH)/6z + f, + T (62/6x% + §2/6y%+ §2/622) w

Continuity equation:

Su/6x + &v/6y + sw/6z = O

where

(x,Y,2) = position coordinates

t = time

(u,v,w) = unknown velocity components
= function of (x,Y,z,t)

P = unknown pressure
= function of (x,Y¥,z,t)

P = fluid density

g = gravity acceleration

H = upward elevation opposite to gravity

T - fluid kinematic viscosity

(fx,fy,fz) = other body forces/unit mass

. One boundary condition commonly prescribed on a stationary solid boundary, S, is
given by the so-called no-slip condition:

BCl: (u,v,w) = (0,0,0) for all (x,y,z) in S.

yers which are regions of flow adjacent to S, characterized by

BC1 could give rise to boundary la : ' '
decelerated motion relative to the rest of faster moving fluid outside the layer. Boundary layers
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-conduits (pipes) and open channels, and on the oute, wal
all

develop on the inner walls of closed

of immersed bodies.

the NSE may be simplified for the following steady
> two.

For boundary layer flows,

dimensional case:
- 1/p &p/&x + T 520/5}’2

u Su/éx + Vv su/dy

su/éx + sv/8y = 0

e main flow direction along the boundary layer while ¢,
hat u> >v and suldx < < 6ul/dy. Pressure, P, as She V.
(does not vary with y). Ownp

and x-directions are in th
ss it, such t

ss the boundary layer

where the u-
and y-directions are acro
above, does not vary acro

terized by the dimensi’onless Reynolds Number, Re, w:
] |Ch

Viscous flow is parame
1 and viscous forces (friction):

expresses the ratio between inertia

Re - p12v¥/(prviL) =LV/T

where
r a particular system

length scale fo
r system

velocity scale for a particula

L
\Y

’ Laminar flows are characterized by low Reynolds Number while turbulent flow
high Reynolds Number. In turbulent flows, the velocity components are formulated as SUmS by
mean components (U,V,W)mean- and random fluctuations due to turbulent eddies, (u',v',w'): S of

(u,v,w) = (u,v,W)mean + (u',v‘,w')

After substituting the above turbulent-flow formulation in the NSE and doing t
. Ime.
he mean components of motion are derived \:;il:h

aszl"a.ging of every term, the equations for t

a

itional so-called turbulent Reynolds stress terms, arising from the covariance or m
€an

g;ojfl;;i;f;hebzr;’dom ﬂuc!’uations such as [u'u'], lu'v"]. [v'v'], etc. The mean motion is said
couations req);ire " v:coys fmd tutbulen! stresses. Scrpx-analytical solutions of the turbulent-ﬂos
vaically addit priori assumptions on the properties of the Reynolds stress terms, which

y additional inertial forces due to momentum transport by turbulent eddies. e

An - o

terface gd\c\:‘:hteype of boundary condition may be applied on a free-surface boundar

» Oy re pressure, P, is constant (BC2) and where movement of the inte:lf or
ace

el i =
evation, H = H(x,y.t), should be consistent with fluid velocity (u,v,w), (BC3):

:g;’? P(x,y,2) = constant
: w = 8H/St + u SH/6x + v SH/6y for (x,Y,z) in S

BC2 and BC ive ri ¢
3 could give rise to surface waves typical 6f open-channel flows
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Open-channel flows are parameterized by the so-called Froude Number, Fr, which
expresses the ratio between inertial and gravity forces:

Fr2 = p L? v?/(pg L3) = v¥/qL

Low Froude Number flow (Fr<1) is identified with tranquil or subcritical flow
(relatively deep and slow). High Froude Number flow (Fr>1) is called rapid or supercritical
flow (relatively shallow and fast). Critical flow corresponds to Fr=1.

There is no available general solution of the NSE applicable to all problems. However,
there are a number of analytical solutions for particular cases, as well as semi-analytical and
numerical solutions, which can be utilized for visualization purposes. In most of the available
solutions, mathematical simplifications have been achieved by temporal averaging, by spatial
averaging, or else reduction of three dimensions (3-D) to two (2-D) or one (1-D) dimension, by
assumption of steady flow (zero time derivatives), and by performing approximate integral
analysis of the equations, such as in boundary-layer flow solutions, which converts partial
differential equations to ordinary ones. Solutions of ordinary differential equations are generally
more easily determined, whether analytically or numerically.

Boundary Layer Separation along a Straight Wall
(Program BLAYSEP)

The objective here is to display the laminar boundary layer flow along a straight wall,
with possible separation due to an adverse pressure gradient created by an ambient velocity
field above the boundary layer. Flow velocity, boundary-layer thickness, and separation point are
predicted using the results of approximate integral momentum analysis. The velocity components
are derived from self-similar profiles.

Laminar and Turbulent Flow in a Smooth Pipe
(Program TURBO)

The objective here is to display either the laminar or turbulent flow pattern inside a
smooth circular pipe, depending on the value of the computed Reynolds Number. For laminar
flow the velocity profile is parabolic, whereas for turbulent flow, the velocity profile is partly
linear inside a viscous sublayer near the pipe wall, and logarithmic with an added random
component in the rest of the turbulent zone. For purposes of visualization, the random velocity
fluctuations for turbulent flow are formulated using a stochastic simulation model, based on an
assumed rectangular grid of counter-rotating eddies with randomly varying intensities and a

translational velocity equal to the mean velocity.

Laminar Jets from Narrow Slots and Orifices
(Program LAMJET)

The objective is to display the flow of a-lamipar jet issuing from either a narrow slot or
an orifice. The jet thickens in the downstream direction due to entrainment of the surrounding
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and jet cross-sectional area slowly incy

fluid caused by viscous shear. Total mass flowrate
due to ewtrainment. Total jet momentum remains constant, however, although the cente

. . . T M
velocity decreases in the downstream direction due to Viscous $ lin

hear with the surrounding fluig &

Decaying Laminar Vortex
(Program LAMVORT)

The objective is to display the unsteady circumferential motion of a decaying lam;
vortex. The vortex starts as a free or irrotational vortex with high center speeds. Due to Str.
viscous shear developed at the center, 2 forced or rotational vortex evolves there, grow;, on

thickness but diminishing in strength. The entire motion eventually becomes a decaying ﬁg.ln
body rotation. 8ud.

so computed and displayed, in order to visualize the influence
of

The pressure head is al
n the radial pressure gradient.

varying centripetal accelerations 0.

3-D Boundary Layer below a Forced Vortex
(Program 3DBLAYER)

The objective is to display the three-dimensional boundary-layer motion induceq N
€ar

a solid floor by an overlying forced vortex.

Inside the boundary layer near the floor, where centrifugal forces are very we,)

certain amount of inward radial motion is induced by the negative center pressure of the f, a
vortex. This is accompanied by a growing circumferential motion near the floor, giving rise e
distinct horizontal spiral motion converging towards the center. After convergence, ,atdoi‘:
a

motion diminishes and ascension commences.

Further up, an upward axial velocity becomes dominant and approaches a copg
value, so that together with strong circumferential motion of forced-vortex magnitude, a fesu?tam
vertical helical motion away from the floor develops. The flow pattern resembles a tornado tant
radial suction and spiral motion near the bottom, and strong helical or twisting motion ﬁx:};?

r

up.

FLOW VISUALIZATION CASES lll: FLOW WITH HEAT AND MASS TRANSFER

Heat and mass transport phenomena can also be visualized in the same manner that fly;
flow or momentum transport has been in all preceding cases. The type of heat transport ;0::
considered is one consisting of the processes of conduction (thermal diffusion), therm
advection due to fluid motion, and a possible linear decay process due to other heat trap fal
mechanisms. In like manner, the mass transport processes of interest are mass diffusion ms o
advection due to fluid motion, and a similar linear decay process due to physical or ch’emj&Ss
reactions. These progesses are represented as separate terms in the two-dimensional heat a(;a(:

solute mass conservation equations given below.



Heat Transport:

k (6°T/6x2 + §2T/6y%) - K4 T

8§T/6t + u 8T/6x + v &T/&8y

Mass Transport:

D (8%T/6x2 + 821/6y%) - Ky C

5c/8t + u 8C/6x + v 8C/&y

subject to certain boundary conditions on T or C, or their normal derivatives, in some
prescribed curve or curves bounding the flow domain;

where
(x,Y) = tracer position
t = time
(u,v) = velocity components
T = T(x,y,t) = temperature
lo} = C(x,y,t) = solute concentration
k = fluid thermal diffusivity
D = mass diffusivity or dispersion coeff.
K4 = decay coefficient

A limited number of analytical solutions to these equations are available for particular
cases. On the other hand, numerical solutions have been obtained for a wider variety of
problems, using general numerical methods such as finite-difference, finite-element, and
boundary-element methods. However, there is another solution method which is mathematically

simpler, computationally efficient, and conceptually more attractive in the sense that the
computational steps simulate the actual random diffusion process together with advection and

linear decay. This is the stochastic or random-walk simulation method described below.

Solution by Stochastic or Random-Walk Simulation:

$ T(x,Y,t) (1-Kq dt)/B

T(x',y',t+dt) =
(x,Y)

£ C(x,y,t) (1-Kq dt)/B
(x,Y)

C(x',y', t+dt)

where
tracer position at time t

X, =

:x'),())(') = tracer position at time t+dt, after
advection, diffusion, and decay

dt = time step

B = branching order (2 to 8), to discretize

the diffusion process
partition factor, with linear decay

(1-Kq dt)/B

Accumulation (I) at (x',y') is indicated over all possible (x,y) which satisfies the

kinematic relation:
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x' = x +udt +dL I cos(09)

y' =y t+tv dt + dL r sin(0©)
where
(u dt, v dt) = advection terms obtained by th
modified Euler method @

dL r = random-walk step or diffusion term

dL = y(6 k dt) or V(6 D dt) = mixing lengtp

r = uniformly-distributed random number
within the interval (-1,1), to be
sampled B times for a given (x,y't)

e = random-walk direction-angle within the

interval (0,2m), to be sampled B
times for a given (x,Y,t)

The above equations for new tracer position (x',y') are applied B times for a g,
(X,¥,t), so that B random samples of (x',y') are generated. Physically, the tracer at (x,y) is mazn
to split or branch into B partitions at B new positions (x',y'). At every new (x',y'), the q ¢
values of temperature or concentration are accumulated out of the partitions (with linear ¢ oW
included) of the old values originating from several tracer positions {x.y). This is essentially <:a
random process of diffusion, with advection and linear decay, simulated every time step. he

Boundary conditions are handled under the random-walk method in the follgy;
manner. Open boundaries, such as downstream ends, are treated as absorbing barriers whep u']ng
are crossed by tracers. Zero normal derivatives of temperature or concentration may be impo _c
on solid boundaries of the flow domain. These solid boundaries are treated as reflecting harri:cd
relative to the computed movement of the tracers. Source boundary points where temperatur, ™
concentration is prescribed are not overridden by tracer movement at all. or

The visualization of temperature and solute concentration is achieved by color coding
tracers following a displayed color scale which indicates corresponding ranges of values of h '
variables. It is found eftective to adopt a logarithmic color scale (similar to pH) insteaq ;

linear, so as to encompass values for different orders of magnitudes. of

Boundary Layer Thermal Diffusion
(Program BLAYDIS)

The objective here is to compute and display the thermal boundary layer developeq
the boundary-layer flow above the straght wall deseribed in program BLAYSEP, u“nr:
stochastic or random-walk stmulation as presented carlier. The source of heat 1s a hot P()il{t 0&
segment on the straight wall. The particular boundary condition prescribed on the straight WaI:
(v=0) 1s one of three options for temperature profile: distributed, pont, or gaussian.

This program also tllustrates the relative growth rate of the thicknesses ot the momengy
m

boundary layer and the thermal boundary layer. The parameter which best indicates this relag,
o \ alion
is also computed, namely the Prandtl Number:
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Pr = T/k

where
Pr = Prandtl Number
= ratio of momentum diffusion to thermal
diffusion
T = fluid kinematic viscosity
k = fluid thermal diffusivity

At low Pr, the momentum boundary layer is thinner than the thermal boundary layer. At
high Pr, the opposite is true.

Thermal Diffusion in Circular-Cylinder Vortex Wake
(Program CYLDIS)

The objective here is to compute and display the temperature field or thermal wake
developed in the vortex wake behind a circular cylinder described in program KARMAN, using
stochastic or random-walk simulation as presented earlier. The source of heat is the entire
circular boundary of the cylinder. The particular boundary condition prescribed on the circular
boundary is a distributed uniform temperature in either continuous or batch mode.

Shear Flow with Stochastic Solute Dispersion
(Program DISPER)

The objective here is to compute and display the solute concentration field or plume

developed in a rectangular flow domain or channel with specified velocity field or shear flow,

using stochastic or random-walk simulation as presented earlier. The combined mixing process

due to enhancement of mass diffusion by shear-flow advection is termed as dispersion.

The options for the velocity field or shear flow are: uniform, linear. semi-parabolic,
parabolic, or circulating field.
e is an upstream boundary point or line segment where a

ular boundary condition set or the source is
her continuous or batch mode): distrubuted,

The source of solut
concentration distribution is prescribed. The partic
one of three options for concentration profile (in eit
point, or gaussian distribution.

FLOW VISUALIZATION CASES IV: GEOSTROPHIC FLOW

Geostrophic flow is fluid motion affected by Corioli's forces which arise from a rotating
reference frame such as the earth's surface. The NSE are adjusted in this case by including
Corioli's acceleration terms in the lefi-hand side of the equations. Corioli's acceleration points in
the direction 90° to the left of the velocity. Equivalently this can be transposed to the right-hand
side to represent the so-called Corioli's force, which therefore points in the direction 90° to the

right of the velocity.
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To illustrate the nature of geostrophic flows, the following formulation of the NSE for
the two velocity components (u,v) is presented:

du/ét + [u 6/6x + v §/86y + w §/6z) u - f v =

1/p 6(P + pgH)/6x + © [8°/6x° + 6%/8y%+ §2/522) u

sv/ét + [u &/86x + v 5§/6y + w §/6z) v + f u =

1/p 6(P + pgH)/6y + 7 [<52/<S>‘:2 + 62/6y2+ 62/622] v
Su/dx + 6v/by + éw/bz = 0 (continuity)

where the symbols are as originally defined for the NSE, except for the Corioli's terms (-fv, fu),

where
f = 2 Q sin(¢) = Corioli's parameter
Q = rotational velocity of the earth
¢ = terrestial latitude
Two further special cases are derived below.
. . . . . p 2
For steady flow where (u,v) are just functions of vertical coordinate z, the abo¥
equations can be reduced to:
- = - 2 2
f v=-1/p 6P/6x + T 6%u/bz
= 2 2
f u=-1/p 6P/6y + T &6°v/b2
subject to the following boundary conditions:
At the bottom: z =0: u=v =0 (no-slip condition)
At large height: 2z = ©: u =V, const., v = 0
all z-derivatives = 0
so that at all (x,y,z), 6P/&éx = 0, &P/6y = - pfV, const.
The equations are further reduced to:
- fv=or"T 62u/622
f (u-V) =1 62v/622
ry aye’

The solution to the above problem describes the motion inside the bounda
called Ekman layer, discussed in the next section.

- tio™
frictionless, free-surface flow fOTmula on

An unsteady-state, two-dimensional, . .
d a variable free-surface elevation Z

-averaged velocity components (u,v) an

involving depth
involving depth H, can be derived.

top of a constant average
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Depth-averaging of the original continuity equation yields (for |z| < < H):

(8u/6x + &v/6y) + (1/H) [w(H+z) - w(0)] =0

but
w(H+z) = 6z/86t + u 6z/6x + v &6z/8y
(boundary condition on free surface)
= §z/6t (linearized)
w(0) = 0 (bottom boundary condition)

Hence, the linearized depth-averaged continuity equation becomes
5z/6t + H (6u/éx + &v/6y) = 0

In addition, depth-averaging of the NSE, replacing H by (H+z), and neglecting the
advection, pressure gradient, and viscous shear terms, result in the following linearized equations

of motion:

su/6t + g 6z/6x - £ v = 0]
sv/6t + g 6z/8y + £ u =0

where
u = u(x,y,t) = depth-averaged u-component
v = v(x,y,t) = depth averaged v-component
z = z(x,y,t) = free surface elevation

y describe the movement of two
namely the Kelvin waves and
y independent analytical

) The above linearized equations of motion and continuit
kinds of gravity surface waves affected by Corioli's forces,
Poincare waves. These two wave functions constitute two linearl
solutions of the equations. These are also discussed in two succeeding sections.

To indicate the ratio of inertial forces to Corioli's forces, the Rossby Number, Ro, is

computed:
Ro = [p v2 L?)/(p L7 £ V] = V/[£L)
where
Ro = Rossby Number
- ratio of inertial forces to Corioli's forces
£ = Corioli's parameter
A = velocity scale
L = length scale
p = fluid density.

Low Ro represents dominance of Corioli’s forces, while high Ro means relatively low Corioli's

forces.
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3-D Boundary Layer in an Ekman Layer
(Program 3DEKMAN)

The objective is to display the steady three-dimensional boundary-layer flow in d0
Ekman layer produced by the interaction between Corioli's and viscous shear forces near 4 solid
bottom. The flow is characterized by a velocity (u,v) = (V,0) at large height z, with nonzefo
cross-flow velocity v present at intermediate z, down to zero velocity at the bottom (z=0). The
flow is uniform in each horizontal plane (constant z), but the flow direction varies with height, 1!
such a way that the ends of the velocity vectors form a spiral (Ekman spiral) when viewed from
the top. The angle between the velocity at high z and that at low z approaches 45°.

Geostrophic Flow in a Kelvin Wave
(Program KELVIN)

. . . . - . "S
The objective is to display the first type of gravity surface wave affected by Conohw
forces called Kelvin wave. The wave flow is characterized by a unidirectional oscillating flo

. j . . ) R ) . . , an
velocity, and a free surface with a progressing sinusoidal shape in the x-direction, and @
BTN . . . . . . . i il
oscillating hyperbolic shape in the y-direction. There are stationary points in the Kelvin W

time &

surface called amphidromic points, located at all x=nw/k, y=0, where z is zero at all

Geostrophic Flow in a Poincare Wave
(Program POINCARE)

L . S . . joli'*
The objective is to display the second type of gravity surface wave aftected by C(?lr]qtiﬂﬂ

forces called Poincare wave. The wave flow is characterized by a bidirectional 05¢! .i;'me'

velocity which traces elliptical pathlines, and a free surface with a progressing sinusoidal $

. . . : : A1) time b
There are nodal lines in the superposition of two Poincare waves, where z is zero at all um

FLOW VISUALIZATION CASES V: OPEN-CHANNEL FLOW

Interactive Sluice-Gate Hydraulic-Jump Simulator
(Program HJFLUME)

e’

The objective here is to provide a highly interactive visualization platform fo‘f oP' I

channel flow processes. The program is an interactive sluice-gate hydraulic-jump sim¥ atus of
cal-numerical replica of an existing hydraulic laboratory appar l.a;ofy
h, can provide a comparison or even prediction tool for lab(;n 0!
forms simulation with very small model-time step (les th ¥

for numerical stability, so that the visualization c ey
fast for 10

is actually a mathemati
the NHRC, and, as suc
observations. The program per
second), this being a requirement : ! ' .
"slow-motion" animation of flow processes which are in reality occurring too
contact observation in the laboratory.
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The interactive simulator incorporates the dynamic properties of the following hydraulic
fixtures and installations in series:

1. A water-supply pipe installed with a head-valve, which can be manipulated to
control the inflow of water coming from an elevated head tank.

2. An open mixing chamber which receives water from the supply pipe and where
sufficient depth is maintained to provide head to a sluice gate located
downstream.

3. A sluice gate with a variable opening at the bottom, being the primary control

for the formation of hydraulic jump.

4. A long rectangular flume downstream of the sluice gate where a hydraulic jump
may be formed.
5. A louvre-type weir at the exit end of the flume which can be manipulated to

provide secondary control of the tailwater depth downstream of a hydraulic

jump.

ned that at any time during simulation (computation and

visualization), the user can interrupt it to vary head-valve, sluice-gate, or louvre weir opening.
Upon resumption of simulation, the flow variables (depths and discharges) respond to the new

settings, the changes becoming very visible and sometimes very spectacular.

The simulator is so desig

cesses that can be visualized are formation of free or

Among the open-channel flow pro
submerged hydraulic jump under either steady or unsteady condition of gate control, oscillations
-jump transitions and vice-versa, generation

or else hysteresis behavior in free-jump to submerged

of moving jumps Or surges due to sudden changes in sluice-gate or weir openings, critical or
subcritical flows created by sudden loss of gate-control, and depth and discharge variations
caused by changes in head-valve openings.

The mathematical features of the simulator are as follows:

1. The continuity equation for the mixing chamber.

2. The discharge-rating equations for the sluice gate, in either normal forward

flow, or reverse flow, with or without gate control.

3. The 'test for either free or submerged hydraulic jump, through the use of the

specific momentum function.
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4. The flow in the flume itself, as governed by a set of continuity and momentum
equations applicable to horizontal rectangular channels.

5. The discharge-rating equation for the louvre-weir derived from an adjusted
rectangular-weir formula.

The simulation procedure performs a simultancous solution of all continuity «md
momentum equations for unknown depths and discharges for every time step using an explicit
finite-difference scheme. The discharge through the sluice gate poses as the upstream boundary
condition on the flume, while the louvre-weir discharge holds as the downstream boundary
condition.

RESULTS AND DISCUSSION

Summary of Developed Visualization Programs

Coding, debugging, test and demonstration runs have been accomplished for 25 flul

flow visualization programs, grouped according to types of fluid motion.

(1) Potential (Irrotational, or Ideal) Flow
(a) 2-D Potential Flows Around Submerged Bodies .
KARMAN 2-D Karman Vortex Wake behind a Circular Cylinder

KARPLAT 2-D Karman Vortex Wake behind a Flat Plate
FLOWCYL 2-D Potential Flow past a Circular Cylinder
FLODBLET 2-D Potential Wake of a Moving Cylinder
FLOWPLAT  2-D Potential Flow past a Flat Plate
AIRFOIL 2-D Potential Flow past a Thin Airfoil

(b) Additional 2-D Potential Flows |
FLOWSS 2-D Potential Flow past a Source-Sink Pair
FLOWVORT  2-D Potential Flow past a Vortex Pair
FLOWCHAN  2-D Potential Flow from a Channel Outfall

_D Graviry Wave Motion .
(c) 2-D Gravity 2-D Small-amplitude Surface Waves (Eulerian)

VEDYN .
$2VETRAN 2-D Small-amplitude Surface Waves (Lagrangian)
WAVEGRP 2-D Small-amplitude Surface Waves Group
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(2)

(3)

(4)

(5)

@

3-D Potential Vortex Flows
3DVORTEX 3-D Vortex Wake behind the ff:
* Finite Airfoil
* Rotors
Propellers or HAWT
Darrieus Rotors or VAWT
Ducted Rotors or DAWT
* Horseshoe Vortex

Viscous Flow (including Boundary Layer Flows)

(a)

(b)

Laminar Flow
BLAYSEP 2-D Boundary Layer Separation along a Straight Wall
LAMIET 2-D Submerged Laminar Jet from Narrow Slots and Orifices
LAMVORT 3-D Decaying Laminar Vortex

("after stirring the teacup”)
3DBLAYER 3-D Boundary Layer below a Forced Vortex

("bottom of the teacup”)

Turbulent Flow
TURBO 2-D Laminar and Turbulent Flow in a Smooth Pipe

Flow with Heat and Mass Transfer

Geostrophic Flow (fl

Open-channel Flow

The various visualization programs,
the computer graphics and animation tec

BLAYDIS 29-D Thermal Diffusion in the Boundary Layer along a
Straight Wall

CYLDIS 2-D Thermal Diffusion in the Vortex Wake of a Circular
Cylinder

DISPER 2D Shear Flow with Stochastic Solute Dispersion

ow affected by Coriolis Force)

3DEKMAN 3-D Boundary Layer in an Ekman layer
KELVIN 2-D Geostrophic Flow in a Kelvin Wave
POINCARE 2-D Geostrophic Flow in a Poincare Wave

HJFLUME Interactive Sluice-Gate and Hydraulic-Jump Simulator
(a mathematical-numerical replica of a physical NHRC

laboratory apparatus).

as implemented, utilize in different combinations
hniques discussed earlier. These are shown in Table 1,

With a legend supplied below.
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Table 1 - VISUALIZATION PROG

RAMS, FLOW TYPES, AND TECHNIQUES

TECHNIQUES
PROGRAMS Yr 2D 3D SPA DPA IR PR IOP CM Ss
—
POTENTIAL FLOWS
1. KARMAN (1) 2-D SPA IR
2. KARPLAT (2) 2-D SPA IR CcM
3. FLOWCYL (1) 2-D SPA IR PR
4. FLODBLET (2) 2-D SPA DPA IR
5. FLOWPLAT (2) 2D SPA IR CM
6. AIRFOIL (1) 2-D SPA IR PR
7. FLOWSS (1) 2-D SPA IR PR
8. FLOWVORT (1) 2D SPA IR PR
9. FLOWCHAN (2) 2D SPA IR PR cM
10. WAVEDYN (1) 2-D SPA DPA IR
11. WAVETRAN (1) 2-D SPA DPA IR
12. WAVEGRP (1) 2-D SPA DPA IR
13. 3DVORTEX (1) 3-D SPA I0P
VISCOUS FLOWS
14. BLAYSEP (2) 2-D SPA IR PR
15. TURBO (2) 2-D SPA IR PR SS
16. LAMIJET (2) 2-D SPA IR PR
17. LAMVORT (2) 2-D SPA IR PR IOP
18. 3DBLAYER (2) 3-D SPA IR PR  IOP
FLOWS WITH HEAT
AND MASS TRANSFER
19. BLAYDIS (2) 2-D SPA IR SS
20. CYLDIS (2) 2-D SPA IR SS
21. DISPER (2) 2D SPA IR SS
GEOSTROPHIC FLOWS
22. 3DEKMAN (2) 3-D  SPA IR PR IOP
23. KELVIN (2) 2-D SPA DPA IR 0P
24. POINCARE (2) 2-D SP4 DPA IR 0P
OPEN-CHANNEL FLOW
25. HIFLUME (2) 1-D SPA IR
Legend:
() = year-1 accomphishments

ty
Nt
Il

vear-2 accomplishments



2-D = two-dimensional flow

3-D = three-dimensional flow

SPA = single-page animation (text, graphics, sound)
DrP4 = double-page animation (text & graphics)

IR = instant replay

PR = palette rotation (neon-light effect)

opr = isometric and/or orthographic projections
CcM = conformal mapping

SS = stochastic simulation

Discussion of Techniques

19 programs for steady 1-D, 2-D or 3-D flows require only
n time-coherent visualization of fixed streamlines. The
streamlines initially propagate at a slower pace during precomputation. Afterwards, imtgnt
replay (IR) gives a faster visualization. In addition, the use of sound and bright tracers during
instant replay imparts a sense of rhythm to the flow. Repeatable instant replay allows one to l'00k
at the flow propagation more than once, and each time one could notice more features of motion.
Color coding of tracers is used to indicate variation of scalars such as pressure, temperature, or

concentration, or else to distinguish among individual tracers.

_ Out of the 25 programs,
single-page animation (SPA) to obtai

Palette rotation or neon-light effect (PR) is applied in 11 programs for 2-D or 3-D
steady flows in which the appreciation of velocity variation along ﬁ.xed streamlfnes is of interest.
It imparts a very dynamic sense of linear motion along the streflnﬂxnes, when in fact the plott'ed
streamlines are not moving but only the color instead. %ile m§tant replay lenc?s .to emphasize
and compare individual tracer (point) motion, palette rotation brings out the variation of vector
linear motion within and between streamlines. Anyone who has gazed at a dynamic neon sign

from a good distance will appreciate this technique.

Programs KARMAN and KARPLAT, which visualize uqsteady 2-D flow in a Karman
Vortex Wake, utilize single-page animation, and produces tlme-lncohgrgnce of pathlines. This
1s not too objectionable in the sense that the viewer gets 3 picture of "mixing" or a semblance of
turbulence, as in reality. The use of sound and bright tracers during instant replay further

emphasizes a strong sense of rhythm and complicated vortex motion.
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ETRAN, WAVEG

The surface wave programs (WAVED'YI:i’c ‘:rAcKlasi-perio’dic wave rrlxlo]: Viy
POINCARE), for visualizing unsteady 2-D perio herent circular, spiral, linear o, | Itig),”
uses single-page animation (o show (he tlme-mcl? | recomputatién, it applies a or e] ipt; ly
orbits of tracers as these are precomputed. After ! eq[l)ational and oscillatory mot; douhl&p: N
animation (DPA) in ofce” display th° c‘hStht tran‘s on and below the free su l?n of th rgQ
surface, and the time-coherent orbital motion of tra:]er o A e transmio;} lr f‘lCe. e Oreﬁ
utilized to differentiate the tracers, and to prc?\t?i t et.r:m e wave moﬁona. Surfacy als
motion is not equivalent to material (tracer) orbital moti ¢ , is the envelﬂ;’f
&

of tracer orbital motion.
y potential wake behind a moving cylinder

ble-page animation with instant replay provide
ted by the cylinder to the initally static fluid.

Similarly for the unstead

FLODBLET), single-page an'd dpu
appreciation of the relative motion 1mpar

'()gra

age animation, as applied above, may oy, ;
ew detailed image on the invisible screen Page Owy,

. is
erabl

racer

It can be observed that double-p

because of the time required to generate a n ’ :
keeps the current visible page on wait status before swapping. For the sake of speed, a 1

minimum of detail in an image has to be generated, such as a low but adequate number of
In the case of program KARMAN, the large amount of dc?tail 'that has to be presen; -
Karman Vortex ‘Wake inhibits the use of double-page animation. In the case of the la:the
programs KELVIN and POINCARE, double-page animation 'ot‘ hlghly-detglled Pictures te
made, which turns out to be slow as expected in a PC-80386 but is fast enough in a PC-804g¢ are

¢

T

For the 3-D flow visualization (3DVORTEX), in particular for a progressively growiy,
3-D vortex wake, the number of vortextubes increases linearly with moqel time, by th'
computation time of their interaction grows geometricall)" wifh lp()QcI time. Double‘page
animation would be too slow. Hence, only single-page ammation is lrr)plemented. To fy
visualize the three-dimensional nature of the flow, simultaneous isometric and orthographii

projections (IOP) of vortextubes are displayed. Color 1s used to distinguish the different ty

vortextubes.

pes of

After visualization of vortextubes, a single-page pathline tracing routine in isometri,
projection follows, wherein rhythmic sound is added with pitch varying with flow Speeq
High pitch is heard whenever a tracer encounters the neighborhood of a vortextube, while 5 ﬂa.t
low pitch is produced once the tracer moves through a slower uniform free stream. Since the
pitch is taken from the familiar 8-note scale (octave), sometimes tracers moving through a
complicated flow region can play almost musical numbers. Granting that the ears can have highe,
discrimination for pitch and rhythm, compared to the ability of the eyes to discriminate tracer
\peed and motion (at least the cars and eyes of the author), computed sound may prove to be a
significant medium to accompany visualization.

Isometric and orthographic projections (IOP) are also applied to the other 3-D flows
or to 2-D flows more effectively shown in 3-D projections (we have to make that distinctionu).
W.hg.sc are programs 3DBLAYER and 3DEKMAN (3-D flows), and programs LAMVOR"]"‘
KELVIN, and POINCARE (2-D flows in 3-D projections or [OP). The last three P"ngams'a,-;
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dlsglayed in 3-D projections in order to visualize a third dependent variable aside from two
hpnzoq(al velocity components, namely, pressure head or free surface elevation. The true three-
dimensional character of all fluid motion is emphasized here, regardless of whether the

mathematical model is 2-D or 3-D.

a classical textbook analytical method for solving

Conformal mapping (CM),
nerical calling card. In programs KARPLAT and

differential equations, is here given a nui
FLOWPLAT, it is applied to a flow field around a circular cylinder previously computed
numerically; conformal mapping (which is a fast analytical step) transforms the field into a
numerical solution applicable to a flow around an inclined flat plate. In other words, a single
numerical effort solves essentially two different flow problems.

ariant under conformal mapping and the streamlines

While the potential function is inv
tudes plotted as line segments along them are

ln. the new field are correct, the velocity magni
distorted compared to their true transformed values. This is the reason why palette rotation,

yvhich requires undistorted linear segments per constant time-step along plotted streamlines,
is not used in KARPLAT and FLOWPLAT. The two programs suffer velocity distortion after
conformal mapping, and velocity adjustment is made only to correct the scalar pressure color-
coding during instant replay. Memory limitation prevents the massive vector graphics
correction needed to adjust for velocity distortion in the final streamlines.

In a latter program, FLOWCHAN, where conformal mapping is also used, velocity
distortion is preemptied by actually predistorting the velocity magnitude of the uniform-flow
field prior to conformal mapping to an outfall flow, in order to obtain true velocities for the

latter, which can be validly displayed by palette rotation.

Stochastic simulation (SS) is used in program TURBO, with a simple model for
BLAYDIS, CYLDIS, and DISPER, with a

random velocity fluctuations; and in programs

random-walk model to simulate thermal and mass diffusion. The technique allows the
appreciation of turbulent flow and of the essentially random nature of diffusion and dispersion,
against a background provided by the given mean motion or shear flow. In znf!dit‘ion, randgm-
walk simulation to solve trasport equations is proven to be a very feasible ar.ld c.ttecu.vc numfencal
scheme of solving such kind of equations and visualizing the results. Visualization gives a picture
of the diffusion process, which in the first place he physical concept behind the

has provided t
random-walk solution method, which in turn makes its visualization possible.

Finally, highly-interactive simulation with graphics and .animz.it‘ion. FOl“PaTable. to
computer games, has been achieved with program HJFLUME which utilizes time-consuming
explicit-scheme of solution. Although a 25 MHz machine will give a decent performance of this
program, a much faster machine x-ulining is needed to obtain excellent performance.

CONCLUSION AND RECOMMENDATIONS

mendations can be made:

The following general conclusions and recom

Lation (SPA) is adequate to visualize steady two-dimensional

I. Single-page anin - ,
of fixed streamlines. Speed is high provided

flow with perfect time-coherence
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10.

ments is not very Jarge. It is a trade-off be‘Wee
n

that the number of flow ele

detall and Speed.
two-d’ 1
y unensmna_l ﬂ()“

ed to visualize unstead
In certain o
cases,

herence of pathlines.
be objectionable.

imation can be us
fice of time-cO
s may not

Single-page an

but at the sacri me:
incoherence of pathline
unsteady two-dimensional f)
racer motion. However, a large amount of de:{,
ly slow down the animation. This dictat‘:::

minimum.

Double-page animation (DPA), applied to

s time-coherence of t
will significant
of detail to the tolerable

preserve
in every image
keeping the amount
otation or neon-light effect (PR) is effective in emphasizing variation
nd between streamlines. It requires undistorted "CIOci?f
line segments per time-step on the streamlines. y

Palette 1
linear motion along 2

magnitudes plotted as
paringly to represent scalar fields (such

n) and to distinguish among different ”()ds
free surface, solid boundary, clc‘;/

coding should be used uns
temperature, concentratio
vortextube, flowline,

e impressive tracers.

Color
pressure,
elements (tracer,
Bright colors mak
ns (IOP) are necessary techniques
also for revealing the true thr,:‘r
al flow problems. -

Isometric and orthographic projectio
visualization of three-dimensional flow and
dimensional character of some two-dimension

an effective medium to accompany visualizat;
on

Computed sound proves 0 be
d rhythm to strongly suggest fluid motion y4pg

in view of the ability of pitch an

speed.

a technique for solving and visualizing ty
£ two

Conformal mapping (CM) provides
erical effort. The tradeoft is thay

potential flow problems with a single num

velocity magnitude is distorted after conformal mapping; to avoid 1t in the f;

result, predistortion of velocity magnitudes prior to conformal mapping “‘I
s

required.

Stochastic simulation (SS) 1s a very feasible technique for visualization of
. . : )

turbulent flow and flows with heat and mass transfer. It 1s a solution methog
. . ) )

the physical nature of the phenomenon being visualized. Fy
E . For

suggested by
substitute to other time-consuming  numerical

transport problems, 1t 1s &

methods of solutions. which may require matrix inversion.

The ab()v.c conclusions apply to real-time mode of visualization, wherein 1
C(?mpu@tlons. and display are done interactively. This should maintain the np-u"
friendliness of the visualization program. Input menus should be made ._U-‘tl’-
an.d unc!erslzmd.:lhlc. containing suggested ranges of input parumct‘cr :’";“Ple
Il;llghlﬁ-lntcm.cu\'f: \’iSll}l“l’illi()l] programs similar to computer games ca: l:fb
f;::,at,i,:l:;";\;:fz“.',;).f pf)ssnhlg long model computations. mztch]nca runmnut::
25 are needed for excellent results. i
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11. Flow visualization programs running in PC-80386 machines under MS.DOS
can serve as effective, practical, and affordable tools for teaching and

explaining flow concepts and variables.

12. Based on the positive results of this effort to visualize the 25 prototype cases of
physical phenomena with momentum, heat, and mass transfer, a general
recommendation can be made to apply computer graphics and animation
techniques in order to visualize related phenomena such as:

a. Multiphase  systems (solid-liquid-gas), ~which include physical
transformations such as boiling, condensation, crystallization,
distillation, separation, sedimentation, fluidization, etc., provided that
the mathematical models and solution methods are available.

b. Chemical and biochemical reactions in  homogeneous and
heterogeneous systems or reactors. A large variety of chemical
reactions can be studied, provided that the mathematical models and

solution methods are also available.

c. Other important problems involving simultaneous momentum, heat,
and mass transfer, with chemical reactions, such as gasification and
combustion, provided that the mathematical models and solution

methods are available.

hat a validated mathematical model has been

developed (a non-Newtonian laminar flow model for thick lahar is a
candidate model; thin lahar, being a highly turbulent sediment-
transport phenomenon, is tougher to model mathematically).

d. Lahar flow, provided t
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